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Software Techniques - Code Scheduling
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Loop Unrolling
• Unrolled 4 times
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Unrolled and Scheduled
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Dynamic Scheduling - Tomasulo’s Algorithm
Some issues with pipelining
• Memory - unpredictable retrieval speed - cache behavior


• A stall in one instruction causes entire pipeline to stall


• Long-executing instructions cause long stalls


• Independent instructions get stalled, even though they could execute


• Out-of-order execution might cause WAR and WAW hazards (name dependences 
and anti-dependences)


• Doesn’t allow deep speculation


• Not easy to add additional functional units (adders, multipliers, etc.)

Robert Tomasulo - invented technique for IBM 360/91 FP Unit
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The “Big Mac” Analogy

• The McDonalds drive-up window is a pipeline (“In-order-issue”)


• If a customer’s Big Mac (“operand”) is not ready, it stalls the pipeline


• If the wait is long, customer is asked to pull out of the way and wait in a 
separate parking space (“reservation station”). This allows the pipeline to 
move again (“eliminates the stall”)


• When Big Mac is done, employee delivers it to customer


• “Out-of-order” completion.
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New plan for instruction execution

• Issue (or dispatch) - instructions are submitted in-order for execution. 
Instruction waits in a reservation station until operands are available.


• Execute - when all operands are available, instruction is submitted to an 
appropriate functional unit. 

• Write Result - when result is available, write it to the Common Data Bus, 
which distributes result to reservation station operands and register
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Reservation Station Fields
• Op - operation to perform on operands S1 and S2


• Qj, Qk - Reservation stations that will produce operand values for S1 and S2 

• Vj, Vk - Value of source operands, if known already. If known, corresponding Q 
is blank


• A - holds memory address (EA - Effective Address) if operand comes from 
memory


• Busy - Indicates that reservation station is busy 
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Register File
• Qi - Reservation Station that will produce the result for the register, blank if 

result is known

Load/Store Buffers
• A - holds EA of memory value
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Example Code
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Tomasulo Example 1
Show what the Tomasulo machine looks like for the previous 
code sequence when only the first load has completed and 
written its result.
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Example Continues
Using the same code segment as before, show what the status 
would be when the fmul.d is ready to write its result.
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Example 2 - A Loop-based Example
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Speculative Execution
• Allow an instruction to Write Result, but don’t commit until 

previous instruction commits.


• Execute both branches of an IF statement, but don’t commit 
until the correct branch is known. 


•  Add another execution step:


• 1. Issue


• 2. Execute


• 3. Write Result


• 4. Commit (or graduation) 

• Instructions can execute out-of-order, but must commit in-
order, so add a Reorder Buffer (ROB)
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Multiple Issue + Static Scheduling
More than one instruction issued per cycle - superscalar

• Statically scheduled superscalar processors


• Two (or more) identical pipelines.


• One regular pipeline + floating point pipeline


• Very Long Instruction Word (VLIW) processors


• Dynamically scheduled superscalar processors


• Allows a CPI < 1.0

24



25



VLIW Example
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ILP Using Dynamic Scheduling+Multiple Issue+Speculation
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Branch Target Buffer
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Simultaneous Multithreading (SMT)
Intel calls this technique Hyperthreading
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SMT Tomasulo Processor


