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Memory Hierarchy
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DRAM Organization
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Four Memory Hierarchy Questions
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Block Placement
Direct Mapped - Block has only one place where it can appear

    Block Addr MOD Number of Blocks in cache 
Fully Associative - Block can be placed anywhere in cache

Set Associative - Block can be placed anywhere within set

    Block Addr MOD Number of sets in cache
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Block Identification

• Block Offset - position of byte within block


• Direct mapped - Location = Block Addr MOD No of blocks


• Set Associative - Set number = Tag MOD No of sets, Index is position in set


• Fully Associatve - no index field
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Block Replacement
When a block miss occurs, a block must be replaced

• Direct Mapped - no choice, can only go in one place


• N-way Associative - must choose a block within the set


• Fully Associative - any block can be replaced

Replacement Strategies:
• Random


• Least Recently Used (LRU)


• Pseudo LRU


• First in, First out (FIFO)
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Performance data
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Write Strategy
• Write through - main memory is always consistent with cache, but takes 

more time


• Write back - main memory is only updated upon replacement


• Dirty bit - set when cache block is written to - if not set, block doesn’t need 
to be written back


•  Write Allocate - block is allocated upon a write miss


• Write No-Allocate - block its written directly to main memory, cache not 
affected
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Cache Performance Equations
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Cache Performance Equations
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Basic Cache Optimizations
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Cache Miss Categories - the three C’s

• Compulsory - also called cold start misses - misses due to filling the cache


• V (valid) bit - set if block is being used, not set if empty


• Capacity - cache cannot contain all blocks needed for execution of a program


• Conflict - also caused collision misses - a block evicts another block that is 
subsequently used again and must be retrieved, which may then evict the 
second block. 
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Larger Block Size - to Reduce Miss Rate
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Larger Caches - to Reduce Miss Rate

Advantage - Reduces Miss Rate 

Disadvantage - Possible Longer Hit Time, Higher Cost and Power
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Higher Associativity - Reduce Miss Rate
Advantage - Reduces Miss Rate by reducing conflict misses 

Disadvantage - Reduces total number of sets in cache, may 
increase average access time.
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Multilevel Caches - Reduce Miss Penalty
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Prioritize Read Misses over Writes - Reduce Miss Penalty

 - Reads are more common than writes 

 - Requires careful design of write buffers
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