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Abstract— A new approach to modeling wireless networks is
presented that allows for the determination of network reliability
using diverse fault assumptions. It is shown that one can
exploit network topologies by taking advantage of the broadcast
paradigm of wireless communication to detect and possibly
correct benign and malicious act. Specifically, a general wireless
network model is presented that maps subsets of the network
to join graphs of cliques. This join graph allows for horizontal
and orthogonal cross-monitoring, which exposes the theoretical
limitations of fault detection and correction. For ad hoc and
sensor networks the two-dimensional cross-monitoring scheme
offers great flexibility with respect to establishing topologies
capable of meeting reliability and survivability requirements.
Recent approaches addressing tolerance to “misbehaving” nodes
are shown to be special cases of the general model.

Index Terms— Wireless network, ad hoc network, sensor net-
work, security, survivability, reliability.

I. INTRODUCTION AND BACKGROUND

With the tremendous growth of wireless applications in
recent years comes great concern for the lack of reliability,
security and survivability [28]. Especially in military applica-
tions in the area of ad hoc and sensor networks there are many
new challenges due to their features and the inherent character-
istics of wireless technology [27]. Ad hoc and sensor networks
operate in environments where the restrictions on nodes with
respect to their computation and communication capabilities
vary greatly. The characteristic property of these networks is
the dynamic nature of computation and communication, e.g.,
may it be as the result of limited battery power of the nodes
or due to their physical movement. The reliability of wireless
networks has been addressed primarily in the context of quality
of service (QoS). The main considerations have been routing
and the overhead resulting from dealing with disruptions of the
communication paths. As a result, many protocols have been
introduced. However, in critical applications operating in hos-
tile environments the security and survivability requirements
may be much higher than usual and fault assumptions should
include pathological behavior. Furthermore, most research has
focused on operation in benign environments where security
considerations were not the driving motivation. Nevertheless,
the same feature, i.e., wireless broadcast, which is at the
source of security problems, can also be part of the solution
in addressing diverse faults.
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This research takes a step backwards from specific
implementation-driven approaches and considers what the
implications of the wireless network on the fault-models are
and vice versa. At the basis are the fundamental assumptions
associated with fault-models used in the reliability community.

A. Fault Models

The easiest assumptions about faults is that they exhibit fail-
stop behavior, which implies that the faulty processor ceases
operation and alerts other processors of this fault. However,
there are more realistic definitions of faults. For example,
crash faults assume that the system fails and loses all of its
internal state, e.g., the processor is simply down. One speaks
of omission faults when values are not delivered or sent, e.g.,
due to a communication problem. If outputs are produced in an
untimely fashion, then one speaks of a timing fault. Transient
faults imply temporary faults, e.g., glitches, with fault free
behavior thereafter. If transient faults occur frequently, one
speaks of intermittent faults. The list goes on and the diversity
of faults has been the primary motivator for the definition
of fault-models. Fault models have played a major role in
reliability analysis and in agreement and consensus algorithms.
Many different types of faults have been proposed ranging
from those defined in hybrid fault-models, e.g., [30], [2], to
those considering issues related to security [1].

Whereas the previous paragraph considers different types of
classical faults, their behavior with respect to other processors
can be described in simpler models which have been used
in replication and agreement algorithms. Specifically, fault-
models have been considered whose main behavior types are
benign, i.e., globally diagnosable, symmetric, i.e., faulty values
are seen equal by all non-fault processes, and asymmetric
or malicious, i.e., there are no assumptions on the fault
behavior [30].

Within the context of communication models assumed in
this research we subscribe to the five-fault hybrid fault-model
of [2], which extended the three fault-model of [30] by
considering transmissive and omissive versions of symmetric
and asymmetric faults. Specifically, the fault types in are:

1) Benign: a benign fault is self-evident to all nodes.

2) Transmissive symmetric: a single erroneous message is
delivered to all receiving nodes. The messages, even
faulty, are all identical. This kind of fault captures the
meaning of symmetric faults in [30].

3) Omissive symmetric: no message is delivered to any
receiving node. As before, all nodes are affected the



same, however, the omissive behavior results in the
destination nodes to most likely take different action as
if the message had been received.

4) Transmissive asymmetric: this fault can exhibit any form
of arbitrary asymmetric behavior, capable of delivering
different erroneous messages to different receivers. This
interpretation captures the meaning of asymmetric faults
in [10], [30].

5) Strictly omissive asymmetric: a correct message is de-
livered to some nodes and no message is received by
other nodes. Here, the omissions have the capability of
affecting the system in an asymmetric way, since those
nodes who have not received the message will most
likely react differently, e.g. selecting a default action,
to those who have received the message.
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Fig. 1. Overview of Fault Models [2]

Figure 1 shows the relationship between the different fault-
models. The root represents the fault-model shown in [10]
which assumes that all faults are malicious, i.e. asymmetric.
The model on the next level considers that assuming that
all faults are malicious is perhaps too conservative and thus
partitions the fault into asymmetric and benign faults [19].
Asymmetric faults are furthermore partitioned on the next
level [30], and at the lowest level a further partitioning into
omissive and transmissive behavior is assumed [2]. Note that
the definition of benign faults stays constant for all hybrid
fault-models.

B. Redundancy

In order to tolerate a fault by recovering the faulty in-
formation, several redundancy mechanisms have been used.
Time Redundancy addresses that certain actions are performed
several times, skewed in time, and that some majority measure
is used. Time redundancy is often used for redundant sensor
readings and is frequently used in embedded systems. Informa-
tion Redundancy uses redundant information, e.g., extra bits, to
reconstruct lost information. Error correction codes are a prime
example of this redundancy type. Spatial Redundancy assumes
that redundant units, e.g., processors or communication links,
are available. Failed units are masked by the redundant units.
For example, if one considers b benign and s symmetric faults,
then one needs N > 2s + b redundant units for masking the
effects of the faults.

One interesting observation is that in wireless systems, there
is only limited opportunity for asymmetric faults. Specifically,
transmissive asymmetric faults are in general not possible
within one broadcast domain, since all nodes within the range
of the sender receive the same information. There is, however,
potential for asymmetric faults when messages traverse over
disjoint paths.

C. Fault Assumptions

It should be pointed out that faults are seen only in the
context of their definition in the specific fault-models under
consideration. Standard mechanisms that address reliability or
security concerns, e.g., authentication, are “tools” that have
impact on the fault types that can be produced. For example,
a fault that is detected by the authentication mechanisms is a
benign fault. If authentication fails to expose malicious act,
e.g., a method was found to circumvent the authentication
mechanism, then this fault has the potential to be symmetric or
asymmetric. There are many approaches that utilize tools from
the field of security and fault-tolerance in order to increase
security and reliability, however, in the end their impact on the
faults they can produce is what really counts. The mechanisms
have the potential to lessen the severity of the fault, e.g., being
able to downgrade the possible fault from symmetric to benign.

This work does not focus on approaches that help increase
security attributes via mechanisms such as encryption or
authentication, nor does it focus on specific transport or data-
link handshakes that increase reliability or QoS in general. It
assumes that all such mechanisms are used according to the
application’s mission. Our goal is to derive a general reliability
model that can then be used to aid in the decision process on
what mechanisms are feasible and what the impacts are with
respect to reliability. This model assumes the philosophy of
deriving a general model to expose the theoretical limitations
and possibilities. It is more in line with the approaches taken
in [23] or [24] which present models for fail-stop processors
and secure agent systems respectively.

D. Related Work

Since this work relates to tolerance of faults of different
types under possibly pathological scenarios, we need to ex-
plore redundancy mechanisms. As such, any approach utiliz-
ing multipath and multiflow communication could have the
potential for tolerating faults, if these concepts are exploited
for reliability [21]. Many multipath and multifiow approaches
have been presented in the literature, but their focus has not
been on tolerating diverse faults but have rather been limited
to overcome benign link or node faults. For example, the
concept of multifiow has been used in [31] in the context
of QoS enhancement, however, the focus is on transmission
congestion. Multipath routing has been used to increase end-
to-end reliability, e.g., the MP-DSR protocol in [13] forwards
outgoing packets along multiple paths that are subject to a
particular end-to-end reliability requirement, but the impact of
faults as described here are not considered.

An approach actually considering the impact of topology
was shown in [14] where communication topology optimiza-
tion is treated as a linear programing problem. However, there



is no spatial information redundancy involved. The impact of
eavesdropping is considered in [12], where a secret sharing ap-
proach is used. Whereas this addresses confidentiality issues, it
does not address tolerance of a fault. In fact, more general data
distribution schemes and their impact on survivability have
been extensively studied within the PASIS project at CMU [32]
and their suitability to agent systems have been shown in [8].

An on-demand routing scheme called Split Multipath Rout-
ing (SMR) was shown in [11]. The protocol establishes
and utilizes multiple routes of maximally disjoint paths to
minimize route recovery and control message overhead. Again
omission faults are considered. Predicting fault behavior has
been advocated in [29], however this is extremely difficult
even in the case of link failures for malicious act. Similarly,
intrusion detection may be unrealistic due to the excessive
resource constraints associated with information required by
the IDS [20].

Primary and backup communication paths are considered
in [16]. However, disjoint paths are not exploited for data
redundancy but discarded as unwanted overhead. In their use
of redundant disjoint paths the overhead to resilience tradeoff
becomes unfavorable for a larger number of paths [5], [17].
Rather than banking on multiple paths, robustness to node
failures is addressed in [33] by using the concept of reliable
nodes and reliable paths. Whereas robustness is significantly
increased, the gain is due to restrictions on faults of the reliable
nodes.

An approach actually addressing fault-tolerance was pre-
sented in [18] where “misbehaving” nodes causing omission
faults were detected by so-called “watchdogs”. The impact of
nodes that failed to relay packets was shown and a method
was presented that allows for tolerance of such nodes. The
concept was extended in [22] where collaborating groups
of malicious nodes were considered. In [3] the effectiveness
of various watchdog schemes was investigated. Their results
suggest that watchdog schemes are indeed able to detect a
number of attacks such as omissions and certain symmetric
faults but exposes limitations, e.g., fabrication of false route
error messages. Wormhole attacks were addressed in [26],
where statistical analysis was used for detection of nodes
which launch them. Detection of malicious behavior due to
observation of monitoring nodes operating in promiscuous
mode was shown in [4].

The watchdog and monitoring strategies above will be
combined below and expanded in a unified network model.
This model will expose and overcome the limitations of the
“horizontal” watchdog approach by introducing orthogonal
mechanisms.

II. NETWORK MODEL

We now define the network model starting with the rela-
tionship between the wireless network and the formal repre-
sentation as a flow graph.

A. Network Graph G

The foundation of the network model is the abstraction of
its infrastructure. A network will be represented as a digraph

G = (V, E), where computational nodes are the vertices and
communication “links” are the edges. The left part of Figure 2
shows a sample network consisting of 4 wireless nodes, where
broadcast areas are indicated for each node by ovals. Note that
some antennas have circular broadcast patterns whereas others
are narrow or directional. The broadcast area of node 1 is
shown shaded. Overlapping areas imply a communication path
between the nodes only if the receivers of the nodes are in the
broadcast area of the neighboring nodes. As can be seen, node
2, whose antenna is rather directional, can receive from node
1 and vice versa. However, node 3 can only receive from node
1, as its broadcast area does not reach another antenna. Lastly,
even though the broadcast area of nodes 1 and 4 overlap,
neither antennas can receive each other’s signal. The graph
on the right-hand side shows the associated network digraph
G, implementing a reachability graph. In general, given two
nodes represented by vertices v; and v; in V, edge e;; is in
E only if node j can receive the signal of node 3.
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Fig. 2. Wireless Network and Graph G

Next, we want to define several fundamental graph op-
erations and properties. Given two graphs G; and G; with
respective vertex sets V; and V; and edge sets F; and E;, the
union G = G1UGJ has V = V;U‘G and £ = EZUEJ
The join G = G; + G is shown in the example of Figure 3.
G = G; + G consists of G; UG, and all edges joining V;
and Vj;, i.e., Vo, € Vi,vq € Vj, e, 4 € E. Finally, a clique is
a fully connected subgraph of G.

G1

Fig. 3. Join Operation (+) of two Graphs

Graph G is conceptually related to a flow graph of a
network. For wired networks the flow of packets follows a
specific path in the graph, each packet traversing a specific
link. Thus, the flow at a node with multiple outgoing edges
will utilize exactly one edge for a packet.

In wireless networks this is different. Due to the broadcast
nature of wireless communication a packet always “traverses”
over all outgoing edges of a node, i.e., any node within the
broadcast domain can see the message. If the network is com-
posed of fixed links and wireless links, then colors could be



assigned to edges to differentiate between broadcast/multicast
and point-to-point communication.

B. Cross-monitoring

Before describing the network model in detail, we need
to address the difference between fault detection and fault
correction capabilities, which are fundamental to the interpre-
tation of the model. By the definition of benign fault, this
kind of faults are trivial to detect. However, other faults, e.g.,
omissions, may only be detected by external mechanisms, e.g.,
timeout mechanisms or cross-monitoring [3], [4], [18], [22].
At best, a timeout constitutes an omission fault that exhibits
benign behavior. However, relying on timeout mechanisms
to detect omissions is expensive since the timer values are
very conservative, e.g., the Retransmission Timeout period
(RTO) in TCP is measured in seconds. In general, choosing
the value too small has the potential for excessive timeouts.
Moreover, omissions have the potential to generate strictly
omissive asymmetric faults in sensor networks.

The basic mechanism for fault detection and consequent
potential fault correction will be cross-monitoring. Cross-
monitoring has been used extensively in reliable system design
for decades, e.g., Space Shuttle [25] or MAFT [7]. We consider
cross-monitoring of data packets in wireless communication.
In general, every monitor node v,,, has the potential to cross-
monitor any node v; if graph G contains edge eg,,. A prereq-
uisite for effective cross-monitoring is however that there is
a reference that can be monitored against. The monitor node
needs to have the packet or some signature of the packet to
check against. This prerequisite has important implications on
the queue sizes of nodes and thus on the realities of cross-
monitoring.

Figure 4 explains cross-monitoring and potential detection
and correction capabilities. Consider the routing path from
source S to destination D in the network shown in the top part
of the figure where the relative placement of vertices reflects
the physical location of the nodes. The undirected edges along
the routing path indicate bidirectional communication, the
dashed edges indicate links capable of cross-monitoring!. Only
nodes that will be referred to later are labeled. The placement
of the vertices in the graph relate to the physical position of
the nodes.

The bottom of Figure 4 shows the logical graph, where
vertices that cannot contribute to cross-monitoring have been
suppressed. Let us denote the physical and logical graphs by
GP and GT respectively. Consider node vg in GF. All v;
incident from vg can receive the packet. Node vy can see the
packet, but is not capable of cross-monitoring any other node.
Node vg can confirm that the packet was received by vs and
can itself cross-monitor if the packet was forwarded to v,4. This
was shown in [3], [4], [18] and [22], where the monitor was
called watchdog. However, since vg cannot see vy, it can only
observe if v3 fails to forward or falsifies the packet. Even if v
appears to forward the packet correctly, vg has no immediate
way of knowing if v4 actually received it. These limitations

IThere is no difference between an undirected edge and an edge with two
arrow heads. We simply omitted the heads to avoid visual clutter.
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were pointed out in the works previously cited. Node v, adds
no value in overcoming these problems and can only be used
as an alternate route in case egz would fail.

Next, consider node v, in G¥, whose packet sent to vs is
also seen by vg. Nodes vy and vg can verify that vs received
and forwarded the packet. However, only vg can verify if vy
actually received it. Thus, in the case of a strictly omissive
asymmetric fault, e.g., vs does not forward the packet to vz,
then vg can detect the omission and supply the packet.

In all cases of cross-monitoring it is required that the packet
is present in the monitor and the target node. Assume the case
of v7 in G who forwards the packet towards vp. The packet
could be forwarded via vg or using the lower path containing
vg. Due to the different hop counts in the upper and lower
path, the packet may arrive in vg and vg at different times. In
order to be able to cross-monitor, the packet would have to be
in vg when vg sends it to the final destination. This however
may put unrealistic constraints on queuing buffer sizes.

C. Two Dimensions of Cross-monitoring

The previous subsection exposed that cross-monitoring can
occur in the direction of the network traffic, e.g., in Figure 4
vg could be used to cross-monitor the packet forwarded by v
to vy. This cross-monitoring will be referred to as horizontal
cross-monitoring. It can expose corruption and omissions but
cannot verify actual delivery, nor can it detect pretentious
forwards to non-existing bogus nodes [3], [18], [22]. The
watchdog monitoring scheme constitutes horizontal cross-
monitoring. More precisely, their monitoring is limited to the
principal communication path.

On the other hand, it was shown above that cross-monitoring
could also be orthogonal to the principal communication path,
e.g., vg could cross-monitor vs to ensure that the packet
from vs was forwarded, and v; to confirm delivery via its
acknowledge to vs. This dimension of monitoring will be
called orthogonal cross-monitoring. An approach using limited
orthogonal cross-monitoring based on counting of incoming
and outgoing packets was shown in [4]. We will show that,
in general, horizontal monitoring has the potential to detect



faults, and that orthogonal monitoring can detect and possibly
correct faults, depending on the fault type that is assumed. The
resulting model exceeds the capabilities of any cited research.

D. General Graph Model

We will now define the general graph model as a two-
dimensional model, featuring a horizontal and orthogonal
plain. For two communicating nodes vgs and vp a join graph
will be derived from the infrastructure graph. Let G’ denote
the infrastructure graph.

General Join Graph: Construct G as the network graph
between source vg and destination vp as follows:

1) A path between vg and vp defines the principal com-
munication path.

2) Let C; be a clique of all vertices v; that are incident
from vg, i.e., for each v; € C; there exists edge eg;.

3) For each v; in the principal communication path, define
C; as a clique of all vertices v;, for which there exists
an edge ep; from all vy, € Cj_4.

4) Let Cp be a trivial clique containing only vp.

Fig. 5. General Join Graph

Figure 5 shows the general structure of G. Note that each
shaded oval is a clique containing one node of the principal
communication path. Furthermore, by the construction of the
graph, there is an edge from each vertex in C; to each vertex
in Cj. This makes the combined subgraph C; U C; a join
graph. Also note that, if all edges between C; and C; are
bidirectional, then C; U C; forms again a clique.

Figure 6 shows a hypothetical join graph G that could
have resulted from the physical graph shown in Figure 4 if
one were to increase broadcast power or make minor node
rearrangements. In the context of [18], where only horizontal
monitoring is possible, only omissive faults along the principal
communication path can be detected. In their case, this was
then used to determine alternative path in their so-called
pathrater. However, recall that the approach did not detect
non-delivered packet forwards or malicious behavior like
pretentious forwarding to non-existing bogus nodes. Cross-

Fig. 6.

Join Graph Example

monitoring using join graphs overcomes these limitations and

offers the potential to react to the observed behavior. As will be
pointed out next, there is however a requirement that redundant
packets overlap in the queues of the participating nodes.

E. Cross-monitoring Cost

In general, there is a temporal and space dimension asso-
ciated with cross-monitoring. Temporality relates to the fact
that cross-monitoring can only be performed as long as the
packet to be monitored is still in the queue. Once the packet
leaves the queue, there is no frame of reference for monitoring.
This puts a temporal constraint on the cross-monitoring nodes,
i.e., the packet on any participating nodes must have temporal
overlap in the respective queues. Obviously, as the difference
in propagation delay between two packets to be monitored
grows, so must the queues of the participating monitors. In the
general model this is addressed by limiting cross-monitoring
to a general join graph. If one allows for more general graph
models, then issues of larger variation in the overlap time
need to be considered. An example of this would be the
establishment of a slow communication link between v; and
vp in Figure 6.

The spatial dimension addresses overhead due to the actual
cross-monitoring related computations and packet duplication.
In the horizontal dimension, where one node monitors the for-
warding of a packet of its neighbor in the principal communi-
cation path, it induces overhead at the monitoring node, but not
the forwarding node [18]. In the orthogonal dimension cross-
monitoring implies data redundancy, i.e., packet redundancy.
Since a node can only cross-monitor if it contains the frame
of reference, i.e., the packet it is verifying against, the space
complexity in terms of packets and overhead associated with
comparing packet content increases linear with the number
of monitoring nodes. However, unlike in wired networks, in
wireless networks due to the nature of broadcast, one does
not have to pay the cost of packet duplication with respect to
transmission. Thus, channel capacity is not affected as it would
be in point-to-point distribution of the packets. Only if the
paths are disjoint would communication introduce overhead.

This allows the determination of overhead for cross-
monitoring in a join graph. First, the packet complexity of the
cross-monitoring scheme is identical to that of the principal
communication path only. Thus, there is no extra strain on the
bandwidth. Second, the computational and storage complexi-
ties are linear in the number of participating monitors. Given
the maximal clique C; with vertex set V; of the general join
graph, then the monitoring overhead is O(|V;|). However, note
that this is distributed over |V;| — 1 nodes and the cardinality
of V; will probably be rather small, e.g., |V;| = [2,4].

E. Fault-tolerance

Given a general join graph, one can determine the fault-
tolerance of the communication between the source and des-
tination. Tolerating a fault requires, in general, recover [6].
In the context of our model there are several approaches to
recovery.

First, detection can be used to re-request a packet, as
is the case in TCP. Lost or corrupt packets, detected by



various mechanisms such as CRC, timeout or horizontal
cross-monitoring, are re-requested by the transport layer. This
essentially mimics timing redundancy, where b benign faults
require a total of b 4+ 1 transmissions. For example, in the
horizontal technique used in [18], the omission essentially
becomes a benign fault. However, malicious forwarding to a
non-existing bogus node in order to avoid detection of the
omission has the potential for strictly omissive asymmetric
faults in networks with redundancy schemes.

Second, cross-monitoring based on comparison of packets
in participating nodes constitutes spacial redundancy. As such,
it is burdened with the cost of replication. In general, packet
duplication on k disjoint paths can tolerate b = k — 1 benign
faults, or s = |(k — 1)/2] symmetric faults.

Note that this is more powerful than the TCP model that
relies on benign faults. Here, depending on the number of
participants in a monitoring scheme, any fault type in Figure 1
can be detected.

G. Reliability Analysis

The reliability, R(¢), of a system is the probability that the
system performs up to specifications during the entire time-
interval [0,¢] [6]. In order to determine the reliability of a
communication implemented as a join graph we will use the
concept of Reliability Block Diagrams [6]. Specifically, the
graph is a series graph, where each component is in turn a
parallel construct, e.g., 1-of-N in case of benign faults or
k-of-N for malicious faults, where k& depends on the exact
fault type assumed. It should be noted that this definition of
reliability is standard in the dependability community, but it
is arguably weak for modeling malicious human act, since
it assumes a constant fail-rate, i.e., the reliability of a node
is computed as R(t) = e~ **, where \ is the fail rate [6].
We want to stress that we consider this only a starting point
and are currently working on reducing the dependance on a
constant fail-rate using survival analysis. Only very few efforts
have so far succeeded in eliminating the impact of A, e.g. [15],
and the application domain is still very limited.

In reference to Figure 5, the graph is a series of constructs,
representing the cliques, i.e., vs, C1,...,Cs, Cj, ...,vp. If only
benign faults are considered and the system is assumed ho-
mogeneous, the reliability R;(t) of the construct representing
C;, consisting of N; nodes, is determined by

Ni

Ri(t) =1-]](1 - R()),

1

where R(t) is the reliability of a single node. The reliability
of the entire communication path from vg to vp is then

Rsp(t) = [[(1 - [t~ Ro)).
=S 1

The terms of the inner product are defined for specific fault-
models. Whereas here we assume a 1-of-N configuration, this
can be changed, depending on the fault assumption, for each
C;, e.g., k-of-N. In the end, the formula above is only a series
of parallel or k-of-N constructs.

To demonstrate the effect of cross-monitoring on the re-
liability, Figure 7 graphs the unreliability of three scenarios
related to Figure 6 assuming A\ = 10~3 and assuming benign
faults. First, only the principal communication path is consid-
ered. Next, cross-monitoring as shown in Figure 6 is assumed.
Finally, the join graph is adapted to include cross-monitoring
for vy, thereby eliminating v; as a single point of failure. The
results show that unreliability is greatly reduced when cross-
monitoring is introduced. Figure 8 shows the unreliabilities
approaching the mean time to failure, i.e., MTTF= 1/\. As
expected, as time moves toward the MTTF, the gains of the
redundancy scheme levels off. The reason is that the example
considers a system without replacement of failed nodes. In
a real system there would be an attempt to replace failing
nodes, e.g., redirecting troops or increasing node density in
areas which experience higher than expected losses.
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Fig. 7. Unreliabilities of Figure 6 - short term

III. CONCLUSION

To tolerate different fault types in wireless networks we
have introduced a network model that is based on general
join graphs, allowing for effective cross-monitoring. The or-
thogonal cross-monitoring overcomes the limitations of un-
detected faults in [3], [4], [18], [22] and can be the basis
for fault recovery. The model intentionally does not focus
on specific mechanisms that enhance security or reliability,
as their existence is assumed, and considers faults that may
occur despite all efforts. As such, it does not consider the
cause of the fault but only its effect. This could be of special
interest in critical environments where no assumptions can
be made about malicious behavior or perhaps insider attacks.
The assumption is taken that any protective mechanism could
be compromised. This has important implications in sensitive
environments where wireless nodes can fall in the hands of an
enemy.
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