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Abstract—Safety applications as a part of modern Intelligent
Transportation Systems (ITS) play an important role in reducing
vehicle accidents. These applications rely on Vehicular Ad Hoc
Networks (VANET) for communication and need to be secure to
provide reliable services. A particularly severe attack in VANET
is the so-called Sybil attack, in which a malicious node pretends
to be one or more fake nodes. Several methods have been
suggested to counter this type of attack, however these methods
were based on some assumptions that may be not realistic.
This research proposes an enhanced active Sybil attack detection
algorithm that can be used in both static and dynamic power
environments. It uses short detection packets to analyze medium
access behavior of nodes. The algorithm can control how often
detection packets are sent and it can tune packet duration to
minimize overhead. The algorithm’s impact on the reliability of
safety application is presented. The results from field experiments
show that the proposed algorithm can improve the reliability of
safety applications against Sybil attacks.

Index Terms—VANET, Safety Applications, Sybil Attack

I. INTRODUCTION

Connected vehicle technology uses wireless communication
to share information between vehicles and the infrastructure.
This requires that vehicles are equipped with an On Board Unit
(OBU) for Vehicle-to-Vehicle (V2V) communication, and the
infrastructure to be equipped with a Road Side Unit (RSU) for
Vehicle-to-Infrastructure (V2I) communication. These devices
together can establish a Vehicular Ad Hoc Network (VANET).
Vehicles in this network are broadcasting beacon messages at
fixed intervals containing vehicle information, such as speed,
location, and brake status. The messages are used by Dedicated
Short Range Communications (DSRC) safety applications,
which are considered to be the most critical applications,
aiming at reducing traffic accidents. Securing these messages
is crucial, as false or absent information could lead to safety
application failure, potentially resulting in accidents causing
injuries and death. A severe threat in VANETs is the so-called
Sybil attack, in which a malicious vehicle acts as multiple
vehicles by using fake or stolen IDs. The main purpose of
such attacks is to give the illusion of a traffic jam or more
importantly, to fool the DSRC safety applications to use values

of fake vehicles, called Sybil vehicles (Sybil nodes), in order
to manipulate their decision process.

As security is perhaps the greatest challenge facing the de-
ployment of VANET [1], this research focuses on developing
solutions to increase reliability of safety applications in the
presence of faults and attacks. It is based on the work in
[2], where an active detection algorithm was presented that is
capable of detecting different attack scenarios using so called
detection packets, which in turn helped improve the resilience
of safety applications to Sybil attacks launched by rouge
nodes. Extending the approach in [2], the main contributions
of this paper are: 1) The impact of the frequency and duration
of detection packets on Sybil node detection is analyzed. 2) An
enhanced algorithm using these two metrics is presented, and
its impact on DSRC safety application reliability is shown.

II. BACKGROUND AND RELATED WORK

V2V and V2I communication uses DSRC, with an allocated
bandwidth of 75 MHz at 5.9 GHz, divided into seven chan-
nels [3]. There is one Control Channel (CCH) (CCH178), and
six Service Channel (SCH) (CH172, 174, 176, 180, 182, and
184). CH172 is the most important channel and is reserved
for V2V public safety communications. A beacon message
called Basic Safety Message (BSM), is broadcast periodically
with a rate of 10 BSMs per second on this channel. It is
the most critical message and is used in a variety of DSRC
safety applications to exchange information about the status
of the vehicle [4]. A BSM has two parts. The first part
is mandatory and contains data such as message ID, GPS
coordinates, speed, heading, and brake system status. The
second part is optional, transmitted less frequently, and may
include additional information for certain applications.

A number of DSRC safety applications, such as For-
ward Collision Warning (FCW), Intersection Movement Assist
(IMA), and Emergency Electronic Brake Lights (EEBL), have
been proposed in [5]. These applications use the information
contained in BSMs received from surrounding vehicles to alert
drivers about impending dangers. The EEBL application is
considered for this research. It enables a Remote Vehicle (RV)



to broadcast an emergency brake event to surrounding RVs.
Upon receiving such event, a Host Vehicle (HV) determines
the relevance of the event and provides a warning to the driver,
if appropriate. EEBL is helpful in situations where the line
of sight is blocked, e.g., due to adverse weather conditions,
or another vehicle. Figure 1 shows the EEBL timing model.
Assume the driver of the RV brakes hard at time tbrake, e.g.,
due to an observed hazard. The time interval Tbrake defines

Fig. 1. Timing model of EEBL safety application

the time during which the RV sends BSMs indicating this
braking event e to all vehicles in its transmission range. It
should be noted that a lower case t denotes an instance of
time, whereas an upper case T denotes a time interval. The
EEBL application, installed in the OBU of the HV, checks
received BSMs for event e, and warns the driver accordingly.
This warning has to be issued early enough to allow the driver
to react, i.e., before time treact. The typical reaction time
Treact is within 0.9 to 1.2 seconds [6].

The OBU implements the networking protocol stack. After a
packet to be sent is created, it is placed in the First-in First-out
(FIFO) transmission queue [7], [8]. Once the medium is free
for an Arbitration Interframe Space (AIFS), the node selects
a random backoff time to delay the transmission, before the
packet is taken from the queue to be transmitted. However,
if the node does not get a chance to send its packets, newly
arriving packets will be added to the transmission queue. This
could go on until the queue overflows. Depending on the queue
size and the scheduling strategy used, queuing may result in
packet delays or even worse, drops.

The literature on detecting Sybil attacks in VANET will be
presented by their respected approaches, as introduced in [2].

A. Resources Testing

The objective of resource testing is to detect inconsistencies
in the amount of resources used by a number of nodes, e.g.,
including Sybil nodes. This method falls into three categories.
The first category is Radio Resource Testing, presented in
[9]. In this method, the node that wants to detect a Sybil
nodes assigns a channel to each neighboring node to broadcast
messages and randomly chooses a channel to listen. If it is a
legitimate node, it should receive the message and response
on the same channel. Otherwise, the malicious node can not
send a response message for its Sybil nodes simultaneously
on different channels. The second category is Computational
Resource Testing. When a node wants to detect Sybil nodes it
sends a puzzle to be solved to all nodes. As the malicious node
and its Sybil nodes share resources, nodes failing to solve a

puzzle are marked as Sybil nodes [10]. Finally, Identification
Resource Testing is discussed in [11]. Here a node can detect
Sybil attacks by saving the Medium Access Control (MAC)
addresses of neighbor nodes in a list. If a node is detected with
a MAC address not recorded in this list, it is identified as a
Sybil node. None of these methods are applicable in VANET.

B. Ranging Methods

Two categories of ranging methods were proposed to cal-
culate the distance between a transmitter and a receiver:

1) Received Signal Strength Indicator (RSSI): The authors
in [12] [13] proposed a Sybil attack detection approach based
on the Received Signal Strength Indicator (RSSI) propaga-
tion model. The receiving nodes rely on the received signal
strength to estimate the distance of the sending node. If
this estimated distance appears to be inconsistent with the
distance implied by the nodes’ GPS coordinates, the sending
node is considered suspicious. A method consisting of two
complementary techniques, assuming all nodes use identical
transmission power, is described in [14]. In this method, first
RSSI is used to calculate the distance between the sending
and receiving nodes using the Friis model. If incoherent signal
strengths are observed, the second technique, which uses what
so-called “distinguishability degree metric”, is invoked. This
metric is computed based on tracking the differences of two
nodes over a certain time.

However, these approaches can be fooled by an intelligent
attacker who can manipulate the transmission power level to
appear consistent with the GPS coordinates.

2) Time-Based Methods: Time-based methods such as Time
Of Arrival (TOA) and Time Difference Of Arrival (TDOA) are
presented in [15], [16]. Here the estimated distance between
two nodes is based on the signal propagation time. However,
this requires an accurate real-time clock synchronization be-
tween the transmitter and the receiver, which may not be a
realistic assumption in VANET [17].

C. RSU-Based Methods

The “Robust method of Sybil Attack Detection” (RobSAD)
for urban VANETs is introduced in [18]. This approach
assumes that authorized RSUs are distributed over the area.
If RSUs see sybil vehicles in the same group (location and
direction) all the time, it is considered abnormal behavior.
Each RSU broadcasts timestamped digital signatures. Honest
vehicles that move independently will have unlike trajectories.
These trajectories are calculated based on signatures collected
from authorized RSUs. Detection of Sybil nodes is done by
analysis of the neighboring vehicles’ signatures.

In [19] Sybil attack detection is presented based on times-
tamps using the RSU, under the assumption that it is im-
probable that two vehicles pass by different faraway RSUs
at same time. Messages sent from Sybil nodes will contain
similar series of timestamps. This suspicious behavior triggers
Sybil attack detection. However, Sybil attack detection might
be difficult or even impossible, if too few RSUs are installed
that could observe abnormal behavior.



D. Collaboration-Based Techniques

A collaboration technique is proposed in [20] based on
periodic exchanges of information between nodes. Specifically,
nodes exchange data about their neighbors with other nodes.
The intersection of these sets of neighbors is computed by
each node. The assumption is made that it is unlikely for two
nodes to have the same set of neighbors for a time exceeding
a specific threshold. Accordingly, if similar neighbors are
observed by a node over a long time, the matching neighbors
are marked as Sybil nodes. However, this approach adds more
communication overhead by sending extra messages and it has
limited detection capabilities.

E. Cryptography and Authentication-Based Mechanisms

Mechanisms to prevent Sybil attacks using public key
cryptography and authentication are proposed in [22] and [23].
This asymmetric cryptography is based on a combination of
signatures and digital certificates, issued by a Certification
Authority (CA). Secure communications between CAs is
established to keep track of issued digital certificates. Any
message with invalid certificate is rejected and only valid
messages are considered. However, this mechanism introduces
time delays and it is required that each vehicle be assigned
only one certificate at a time. The latter could raise privacy
concerns as certificates should be changed frequently.

III. ATTACK MODEL

The attack model for this research will be described using
the scenario shown in Figure 2, which shows two honest
RVs, an HV, and a malicious vehicle M simulating four Sybil
vehicles. Each RV sends a BSM every 100ms. The malicious

Fig. 2. Attack scenario [2]

vehicle sends with transmission rate of 4 BSMs/100ms, as it is
impersonating four (non-existing) vehicles. The attacker gives
each Sybil vehicle different IDs and manipulates their real
transmission power to be consistent with the GPS coordinates
of the spoofed positions. Suppose that the driver of RV1 brakes
hard due to a hazard. This event e is included in it’s subsequent
BSM “brake flag”. As in [26], [27] assume the HV executes
an EEBL safety application using a voting scheme. The main
idea of these voting schemes is to see if a certain threshold
of vehicles in the area of RV1 react consistently with the
event. The danger is that the HV’s vote can be manipulated

by the malicious vehicle, e.g., by having its Sybil vehicles
inject BSMs opposing the event. Almost all Sybil detection
algorithms, especially those which are based on RSSI, fail to
resolve this situation.

IV. PROPOSED ALGORITHM

We now propose a probabilistic Enhanced Active Sybil
Detection Algorithm (EASDA), based on the ability to detect
a BSM delay induced by a Detection Packet (DP) [2]. The
objective of this DP, which is a bogus packet of predefined
duration τ , is to examine if targeted vehicles delay sending
their BSMs due to queuing. Queuing is due to the vehicle not
being able to access the medium during the DP’s emission. The
time between two consecutive DPs is specified as period T .
Detection is based on the observation in the targeted vehicle’s
queue, i.e., if it queues its BSMs or not. In this algorithm
Sybil attacks can be detected based on two cases. In the first
case the Sybil vehicles are assumed to be placed between the
HV and the malicious vehicle, while in the second case the
malicious vehicle is placed between the HV and any Sybil
vehicles. From these two cases we can deduce all other cases.
Thus, if the malicious vehicle is in-between Sybil vehicles, we
can divide the Sybil vehicles into two groups, those between
the HV and malicious vehicle, as in the first case, and the rest
form the scenario of the second case. These scenarios will be
further discussed later.

Algorithm 1 Probabilistic EASDA
1: Initialize BL= ∅; ε = 1;
2: START: Receive BSM from a suspecting vehicle
3: Mark vehicle as “potential Sybil”;
4: Calculate distance d;
5: Determine τ and T ;
6: Calculate Psnd and send DP (Psnd);
7: if (BSM delay <δt) then
8: Is Sybil with prob q or Honest with prob 1− q;
9: else

10: Calculate P ′
snd and send DP (P ′

snd);
11: if (BSM delay < δt) then
12: // Not helpful to determine if Honest/Sybil;
13: else
14: Mark vehicle “Sybil” and set ε = 0;
15: Add vehicle to blacklist BL;
16: end if
17: end if
18: ε = ε(1− q); // consider prob. that DP did not overlap
19: if Detection uncertainty ε > specified value then
20: Goto: START;
21: else
22: Stop Algorithm;
23: end if

The detection algorithm is shown in Algorithm 1. In order
to keep track of illegitimate (Sybil) vehicles, a Blacklist (BL)
is defined locally, which is initially empty. BL stores the
vehicle IDs of detected Sybil nodes. Once a BSM from a



suspecting vehicle is received, the algorithm calculates the
distance, d, between the HV and the suspected vehicle. The
GPS coordinates included in the received BSM, which may
be spoofed, is used to calculate d. The variables τ and T
need to be determined next. The values of the variables are
affected by the number of vehicles in the neighborhood and
d. As large values of τ are highly disruptive and can result in
a self-induced DoS, it is desirable to have shorter durations,
which however reduce the probability of detection. This can
be compensated by increasing the frequency of sending a DP,
i.e., a reduction in T . How τ and T are determined and
the trade off associated with their values will be discussed
later in Section V. The time available for the algorithm to
detection a Sybil node will be the time it takes the HV
to reach the suspected node, minus the reaction time, i.e.,
Tdetect = d/VHV − Treact. Any detection after that duration
will be too late. The transmission power Psnd of DP is
computed using

Psnd = S × d2/G (1)

where S is the receiver sensitivity of the suspected vehicle,
which is assumed to be known, and G is the gain. This gain
is calculated as in [28] to be

G = Gsnd ×Grcv × λ2/(16π2) (2)

where λ is the wavelength, and Gsnd, Grcv are the send and
receive gains, which are assumed to be known. The DP is sent
with transmission power Psnd and for duration τ .

      

BSM(i) BSM(i+1)DP

of the range of the DP sent their BSMs normally. How-
ever, these BSMs collided with the DP, and were thus not
received.

The above experiment shows that the HV could in fact
tune the power level of the DP to a↵ect and observe a spe-
cific node, in this case only RV1. However it should be
noted that long detection packets are like an HV-induced
DoS attack [33], which motivated the investigation of shorter
DP durations.

Figure 4 shows the impact of forced queuing of BSMs
with a 50ms DP, displaying the cumulative inter-arrival
times of 10 BSMs. In this particular experiment the DP
caused the 5th BSM to be delayed by approximately 30ms.

Figure 4: Cumulative BSM inter-arrival times for a DP of ⌧= 50ms

5.2. Enhanced Active Sybil Detection Algorithm (EASDA)

The proposed detection algorithm is based on the abil-
ity to detect the delay of a BSM caused by the DP [32].
This DP has a aforementioned predefined duration ⌧ . The
time between two consecutive DPs is specified as period
T . Detection is based on the observation in the targeted
vehicle’s queue, i.e., if it queues its BSMs or not. In this
algorithm the Sybil attacks can be detected by taking into
account two cases. The assumption in the first case is
that the Sybil vehicles are placed between the HV and the
malicious vehicle, while in the second case the malicious
vehicle is placed between the HV and any Sybil vehicles.
From these two cases we can deduce all other cases. Thus,
if the malicious vehicle is in-between Sybil vehicles, we
can divide the Sybil vehicles into two groups, those be-
tween the HV and malicious vehicle, as in the first case,
and the rest form the scenario of the second case. These
scenarios will be further discussed below in the description
associated with Figure 5.

The detection algorithm is shown in Algorithm 1. In
order to keep track of illegitimate (Sybil) vehicles, a Black-
list (BL) is defined, which is initially empty. BL stores the

vehicle IDs of detected Sybil nodes. Once a BSM from a
suspecting vehicle is received, the algorithm calculates the
distance d, which is the distance between the HV and the
suspected vehicle. The GPS coordinates included in the
received BSM, which are probably spoofed, is used to cal-
culate d. The variables ⌧ and T need to be determined (at
line 4 of the algorithm). The values of the variables are af-
fected by the number of vehicles in the neighborhood and
distance d. Furthermore, recall that large values of ⌧ are
highly disruptive and can be seen as a self-induced DoS.
As a result, it is desirable to have shorter durations, which
however reduces the probability of detection. This can be
compensated by increasing the frequency of sending a DP,
i.e., a reduction in T . How ⌧ and T are determined and
the trade o↵ associated with their values will be discussed
later in Section 7. The time available for the algorithm to
detection a Sybil node will be the time it takes the HV to
reach the suspected node, minus the reaction time. This
time is Tdetect = d/VHV �Treact. Any detection after that
such duration will be too late. The transmission power

Algorithm 1 Enhanced Active Sybil Detection Algorithm

1: Initialize BL= ;;
2: START: Receive BSM from a suspecting vehicle
3: Calculate distance d;
4: Determine ⌧ and T ;
5: Calculate Psnd and send DP (Psnd);
6: if (BSM delay <�t) then
7: Mark vehicle as Sybil;
8: Add vehicle’s ID to BL;
9: else

10: Calculate P 0
snd and send DP (P 0

snd);
11: if (BSM delay <�t) then
12: Mark vehicle as Honest;
13: else
14: Mark vehicle as Sybil;
15: Add vehicle’s ID to BL;
16: end if
17: end if
18: Goto: START;

Psnd of DP is computed using

Psnd = S ⇥ d2/G (1)

where S is the receiver sensitivity of the suspected vehicle,
which is assumed to be known (Subsection 4.1), and G
denotes the gain. This gain is calculated as in [34] to be

G = Gsnd ⇥ Grcv ⇥ �2/(16⇡2) (2)

where � is the wavelength of the radiation, Gsnd and Grcv

are the send and receive gains, which are assumed to be
known. The DP is sent with transmission power Psnd and
for duration ⌧ (in line 5 of the algorithm). The DP causes
BSMs from vehicles that intend to send during the time
that overlaps with the duration of DP to be queued, as the
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100ms

BSM(i) BSM(i+1)DP

100ms

DP transmission power was computed using Equation 1,
resulting in a coverage distance of 100m.

Figure 5: Position of malicious nodes

Recall that the EASDA relies on the ability to cause
the suspected vehicle to delay its BSMs as a result of a
DP. Any BSM delay time shorter than �t, e.g., less than
25ms, will not be considered to be delayed. The DP can
overlap with the time interval of an intended BSM trans-
mission, which in turn will cause a delay of that BSM. If
it does not overlap, then no delay will occur. However,
collisions may occur if a node located outside the range of
the DP broadcasts a BSM. Such scenario is called a hid-
den terminal or hidden node problem [36]. Field tests were
conducted consisting of 10 experiments, each consisting of
20 DPs with di↵erent durations ⌧ and periods T . Specif-
ically, ⌧ = 25, 50, 75 and 100ms were chosen to study the
impact of the durations on delay detection. The reasons
for the range of values for ⌧ will be discussed below. Ob-
viously, long DP durations have high probability of delay
detection, especially if ⌧ exceeds the BSM spacing, e.g.,
by more than �t. However, such long DP may be too inva-
sive, suggesting the investigation of shorter DP durations,
although those may not lead to recognized delays, and
thus fail to detect a Sybil node for that specific DP. Thus,
one should look at detection using shorter ⌧ over multiple
BSMs with DP rate T .

The actual values of T will have an impact of the de-
lay detection probability. For example, increasing the fre-
quency of sending short DPs will also increase the proba-
bility of detection. As indicated before, Tdetect is the max-
imum time available to the EASDA for Sybil detection.
Thus the values for ⌧ and T should be analyzed in the con-
text of Tdetect, the duration of time left before treact. The
safety application reliability is therefore directly linked to
this detection probability.

7.2. Detection Probability

Let q be the probability that a DP overlaps with the
intended transmission time of a suspected BSM that it
causes a delay greater than or equal to the minimum rec-
ognized delay

�t

i.e., that DP delays the causing at least the minimum
recognized delay. Figure 6 shows the probability q of de-
tection for DPs with di↵erent durations over di↵erent pe-
riods T = 100, 500 and 1000ms. Shorter DP durations
over long period resulted in lower delay probabilities, but
delay recognition was significantly high for longer DP over
long period. The e�ciency of EASDA determined by at

Figure 6: Probability of delay detection for di↵erent ⌧ and T

least one BSM get reasonable detectable delay. As q is
the probability of detecting a delay as result of one DP,
1�q is probability of DP does not overlap with BSM, thus
detection fails. There is chance every 100ms for DP to at
least delay one BSM only if the DP is sent every 100ms.
However, the chance of detecting a delay could come every
500ms or 1000ms according to which T is used by algo-
rithm. Let N is number of BSMs which DP intended to at
least delay one of them, i.e., N equal to number of DPs.
Consider ✏ is the value fault probability, i.e., probability
of not detecting a delay of any of those N BSMs, Thus

✏ = (1 � q)N (3)

Figure 7 shows the trade-o↵ space between ✏, ⌧ and T .
Specifically, four di↵erent ⌧ = 25, 50, 75 and 100ms over
three di↵erent T= 100, 500 and 1000ms are examined. It
should be noted that N is directly linked with T , e.g., for
T1 = 100ms, T2 = 500ms and T3 = 1000ms this means
that after 2 second N = 20, 4 and 2 respectively. As N
increases, i.e., more BSMs and DPs are considered, the
probability of not observing at least one delay reduces ex-
ponential. As shown in Figure that longer DPs result in
lower probabilities of not observing any delay. e.g., in
the case of ⌧ = 100ms every 100ms (100ms/T1), it took
less than 0.5 second to achieve an ✏ of 0.01, which imply
a delay recognition probability of 99%. However, using
such DP with this duration over this time period has a se-
vere e↵ect on the reliability of DSRC safety applications.
Obviously, the reliability of safety applications directly af-
fected by number and duration of DPs. On other hand
high recognition probabilities could be achieved for all ⌧
when more DPs are sent. This conflict can be solved if al-
gorithm sends minimum number of DPs and achieve high
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Fig. 3. BSM delay due to DP

The following two scenarios can occur. 1) DP does not
interfere with the timing of BSM transmission, as shown in
Figure 3a), or 2) the DP causes BSMs from vehicles that intend
to send during the time that overlaps with the transmission of
DP to be queued, as the medium is blocked. This scenario
can be seen in Figure 3b), where BSM(i+1) is delayed. The
queuing delay is the sum of the BSM’s delayed medium
access due to the DP and possible delay due to contention of
other BSMs. Contention delay cannot be estimated precisely
as it is nondeterministic and may increase with traffic density.
We therefore declare a Delay Sensitivity threshold δt to be a
tunable minimum time threshold for a considered delay, i.e.,
a delay less than δt is interpreted as no delay. Parameter δt
is used to adjust the sensitivity of the detection algorithm.
For the sake of simplicity we will consider it constant in the
discussion to follow.

In the scenario shown in Figure 3a) DP has no impact on
messages. Therefore, lets consider the scenario in Figure 3b),
which can be used for Sybil detection. If the DP delays less
the δt, or if no delay occurred, then this vehicle is marked
as Sybil and its position must be between the malicious node
and the HV. Otherwise, a new P ′

snd is computed that will
cause the suspected vehicle to be out of range. Thus, the DP
sent with that power would not be received by the suspected
vehicle. If the delay caused by the DP is less than δt or no
delay occurred, then this vehicle must be Honest. Otherwise it
is a Sybil node, and the malicious node is positioned between
this Sybil and the HV. Based on the status of a vehicle,
i.e., Honest or Sybil, the HV can accept or reject BSMs
from this vehicle respectively. In the latter case the Sybil is
added to the blacklist. Algorithm 1 terminates when a specified
detection probability is achieved, i.e., if detection uncertainty
ε is below a certain threshold, as will be describe in detail in
Subsection V-B.

The impact of τ and T on safety application reliability will
now be discussed in the context of the fault model in [29].
Two fault scenarios are considered.

The first assumes undetected Sybil attacks. As a result of
non-detection falsified BSMs are used, which constitute value
faults for the safety application. In [29] such fault type is
called transmissive symmetric, which is a value fault in which
a false BSM is received by all vehicles. If however the false
BSM was not received by some vehicles, then this constitutes
a Single Error Omissive Asymmetric fault, described in [30].

The second scenario addresses the case where BSMs are
delayed by DPs to the point where the information is deemed
outdated. According to [31] this time-to-live of a BSM should
be no more than 500ms. BSMs that exceed the time-to-live
should be discarded. In the context of the fault model in [29],
this timing fault effectively causes an omissive symmetric fault.
Specifically, in [29] an omissive symmetric fault implies that
no value was received by any node. In our case the result is
that no value is used by any node, as it is discarded due to
being outdated.

The safety application will fail in either of the following
two scenarios: 1) the Sybil detection algorithm fails to detect
the attack or 2) BSMs containing crucial information, such
as an event, are discarded due to the second scenario. In
reliability analysis this can be represented by a series reliability
block diagram [32], and thus the safety application reliability,
Rapp(t), can be expressed as Rapp(t) = R1(t)R2(t), where
R1(t) is the detection probability, and R2(t) is the probability
of receiving at least one BSM containing an event before it is
too late to react.

V. FIELD TESTS AND ANALYSIS

A. Field Tests

The feasibility of the EASDA and its impact on the re-
liability of DSRC safety applications were examined using
field experiments. Four vehicles were equipped with LocoMate
Classic OBUs from Arada Systems [25], one serving as the
HV, two as RVs, and one as a malicious node acting as



four Sybil nodes with different GPS locations and message
IDs. The EASDA was installed on the OBU in the HV,
allowing it to send DPs with different transmission powers,
durations, and periods. All OBUs were sending BSMs using
a transmission power of 23 dBm, a data rate of 3 Mbps,
and the standard BSMs transmission rate of 10 BSMs/s on
safety channel CH172. After extensive experimentation with
the setup above, a sensible value for the delay sensitivity
threshold δt was determined as 25ms. The position of vehicles
can be seen in Figure 4 for the two aforementioned extreme
locations of the malicious node. It should be noted that all
nodes were stationary in a controlled configuration. The reason
behind conducting the experiments with stationary rather than
moving nodes was to isolate the experiment from any external
influences, including changes in elevation, unrelated traffic
or road layout, as no dedicated filed site was available. The
experiment parameters are summarized in Table I.

TABLE I
FIELD TEST PARAMETERS

OBU Model Arada LocoMate Classic
Number of OBUs 4 (1 HV, 2 RV, 1 Malicious)
Test road range Straight two-lane road
Distance: HV to RV 80 m
Vehicles speed 0 m/s (Fixed)
Tx power & Data rate 23 dBm, 3 Mbps
BSM generation rate 10 BSM/s
Channel CH 172
DP power & Data rate 1 dBm, 3Mbps
DP durations τ 25, 50, 75 and 100ms
Delay sensitivity δt 25ms

In the scenario of Figure 4a) all Sybil nodes are positioned
between the malicious vehicle and the HV. Figure 4b) shows
the other scenario, where the malicious vehicle is the closest
to the HV. The closest suspected Sybil vehicle is located
80m from the HV in both scenarios. The DP transmission
power was computed using Equation 1, resulting in a coverage
distance of 100m.

0

10

20

0 20 40 60 80 100 120 140 160 180 200

Sybil Node Malicious Node RV HV

0

10

20

0 20 40 60 80 100 120 140 160 180 200

D
is

ta
n
ce

 [
m

]

a)

b)

Distance [m]

Effective distance of DP

Effective distance of DP

Fig. 4. Position of malicious vehicles

Recall that EASDA relies on the ability to cause the
suspected vehicle to delay its BSMs as a result of the DP, and
any BSM delay time shorter than δt, in our case δt = 25ms,
will not be considered delayed. The DP can overlap with

the time interval of an intended BSM transmission, which in
turn will cause a delay of that BSM. If it does not overlap,
then no delay will occur. However, collisions may occur if a
node located outside the range of the DP broadcasts a BSM.
Such scenario constitutes the hidden terminal or hidden node
problem [33]. Field tests were conducted consisting of 10
experiments, each consisting of 20 DPs for different τ and
T to study the impact of the durations on delay detection.
The trade-off for the choice of values for τ will be discussed
below. Obviously, a long DP duration has a high probability
of delay detection, especially if τ exceeds the BSM spacing
by more than δt. However, such long DP may be too invasive,
suggesting the investigation of shorter DP durations, although
those may not lead to recognized delays for that specific
DP. Thus, one should look at detection using shorter τ over
multiple BSMs with DP rate T .

The actual values of T will have an impact of the delay
detection probability. For example, increasing the frequency
of sending short DPs will also increase the probability of
detection. As indicated before, Tdetect is the maximum time
available to EASDA for Sybil detection. Thus the values for τ
and T should be analyzed in the context of Tdetect, the dura-
tion of time left before treact. The safety application reliability
is therefore directly linked to this detection probability.

B. Detection Probability

Let q be the probability that DP overlaps with the intended
transmission time of a suspected BSM in such a way as to
cause a delay greater than or equal to the minimum recognition
delay δt. Figure 3b) depicts such case. Assume δt =25ms, and
τ = 25, 50, 75, and 100ms, denoted by τ25, τ50, τ75 and τ100
respectively. If DPs are sent without precise time placement,
i.e., their transmission times are random, then detection prob-
ability q for a single DP sent out to target a BSM from a
specific vehicle can be calculated as q = 0.2, 0.4, 0.6, and 0.8
for τ25, τ50, τ75 and τ100 respectively. This is calculated using
the parameters given and relating them to Figure 3b), i.e., for
a given τx the detection probability q(τx) = τx/(100ms+δt).

Assume vehicles are separated by 3s. With an assumed
reaction time of 1s a driver has 2s left to react to a safety
application alert. At the standard rate of 10 BSM/s this leaves
20 BSMs for potential detection. Detection probabilities are
shown in Figure 5, where the calculated q can be compared
with the minimum, maximum and average values as derived
from 7 experiments of 20 DPs for each τ . Whereas we
conducted a total of 120 experiments, we intentionally did
not average over a large number of experiments, as we
are interested in seeing the impact of small samples when
calculating q. Inspecting individual experiments we could not
observe any obvious patterns for delay detection as the result
of DPs. This was even the case when sending DPs periodically
for specific T . As expected, shorter τ result in lower delay
detection probabilities q than longer τ , e.g., the average q
for τ = 25ms and 100ms increased from 0.17 to 0.83
respectively.
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Fig. 5. Probability of delay detection for different τ

Sybil detection of EASDA is based on detecting at least
one BSM delayed by at least δt. Since q is the probability of
detecting a delay as the result of one DP, 1−q is the probability
that either the DP does not overlap with the BSM, as shown in
Figure 3a), or it overlaps, but not enough to cause a delay of δt.
Every time a DP is sent, there is a chance for delay detection.
Let N be the number of BSMs considered for delay detection.
Thus N DPs need to be sent. The probability of not detecting
a BSM delay with any of those N DPs, denoted by ε, is

ε = (1− q)N (3)

Probability ε is the unreliability of the Sybil detection algo-
rithm. Thus detection probability R1(t), defined in Section IV,
is equal to 1 − ε. As N increases the probability of not
observing at least one delay decreases exponentially.

The following questions arise: 1) Is it better to send longer
DPs less frequently or shorter ones more often? 2) What is the
DP-related overhead (medium blocking) for different τ and T
to achieve a required reliability?

The answer to question 1 can be found in Figure 6, which
displays graphs showing the probability of not detecting a
delay for specific DP durations and periods. The values for τ
were the same as used in Figure 5, and the values for q were
their corresponding average value. The notation T100, T500 and
T1000 was used to denote periods of T = 100, 500 and 1000ms
respectively. The x-axis considers the algorithm’s execution
time and the y-axis the probability of non-detection. The plots
are stepping functions where ε decreased with each additional
DP considered. The objective of the Sybil detection algorithm
should be to have a reasonably high detection probability in
the shortest time. As is obvious from comparing the graphs
in Figure 6a), b) and c), smaller T result in shorter times to
improve ε. This however comes at the cost of higher medium
blocking.

Let’s consider the detection interval Tdetect = 2s, as in the
discussion above. This cutoff time is indicated by a vertical
dashed line in Figure 6. For a given time, period T dictates
how many DPs are sent. In our case of 2 seconds, T100 results
in 20 DPs, T500 in 4, and T1000 in 2 DPs. For long T this
poses a problem for achieving a low ε, as there are only few
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Fig. 6. Probability of not detecting a delay for DPs with different τ and T

DPs contributing to Equation 3. For example, in the case of
T1000, the algorithm has only two chances to detect a delay.
In the case of Figure 6a) with T1000, only τ100 was able to
achieve a low uncertainty, below 0.03 in plot τ100/T1000, thus
achieving a reliability of greater than 0.97. All other τ resulted
in unacceptable ε, and thus reliabilities.
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Question 2 addressed the overhead, i.e., medium block-
ing, for detecting delays. Figure 7 shows the DP overhead
normalized over the detection interval Tdetect. This ratio for
medium blocking is denoted by ω. Obviously, for a given τ ,
overhead ratio ω for longer periods, e.g., T1000, is lower than
that of shorter periods, e.g., T100, since fewer DPs are sent.
Furthermore, for a given T , longer durations τ result in higher
overhead ratios than short τ . Overhead was calculated based



on the assumption that one sends DPs during the entire interval
Tdetect. This however is not necessary, as one only needs to
run detection until a specified ε is reached.

Figure 8 shows the overhead ratio ω during the 2 seconds to
achieve 90% detection probability, i.e., for ε = 0.1. Recall that
Algorithm 1 terminates once a specified ε has been reached.
It should be noted that a zero entry in the graph indicates
that the specified ε could not be achieved in the given time,
and thus for T500 only τ = 75 and 100 resulted in detection,
whereas for T1000 only τ = 100 could achieve the specified
detection probability. To answer question 2) above, from a
medium blocking point of view, it is best to select the largest
T with the τ producing the smallest ω. Preference is given to
the largest T , in order to spread the DPs as wide as possible,
thereby minimizing monopolization of the medium by DPs
and allowing BSMs, including those from other vehicles, to
be transmitted.

0

0.05

0.1

0.15

0.2

100 500 1000

D
P 

ov
er

he
ad

 ra
tio

 ω

Period T [ms]

τ25 τ50 τ75 τ100

T100 T500 T1000

τ 25 τ 50 τ 75 τ 100

0

0.05

0.1

0.15

0.2

100 500 1000

D
P 

ov
er

he
ad

 ra
tio

 ω

Period T [ms]

τ25 τ50 τ75 τ100

T100 T500 T1000

τ 25 τ 50 τ 75 τ 100

Fig. 8. Overhead Ratio ω to achieve ε = 0.1 during 2s

VI. CONCLUSION

This research investigated Sybil attack detection in VANETs
operating in dynamic power environments. A Sybil detection
algorithm for such challenging environment was presented that
is based on detecting queuing delays of nodes subjected to
Detection Packets to determine if a BSM is valid or has been
spoofed. In order to minimize the impact of these overhead
packets on medium usage, delay detection should be spread
over time. Analysis and field experiments on the impact of
detection packet duration τ period T on Sybil node detection
showed that it is best to use the largest periods with the
lowest overhead ratio ω that can achieve a predefined detection
probability.
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